A review of Surface Matching models: perspectives and challenges for Automatic Soft-Tissue Registration in Computer-assisted Interventions

Abstract

One of the main challenges related to Computer-Assisted Surgery (CAS) is the registration of multi-modal patient specific data to enhance the surgeon's navigation capabilities by observing beyond the exposed tissue surface. One increasingly popular approach involves capturing the organ surface with a range imaging device and performing a shape-based registration. This paper (1) discusses the major challenges related to surface matching in the operating theater and (2) provides a general review of state-of-the-art methods in shape matching.
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0.1 INTRODUCTION

Due to their complexity and risks involved, many surgical procedures require extremely careful planning. Procedures such as the ablation of liver tumors, where a needle is used, which needs to be inserted directly in the center of the tumor in order to cauterize it from the inside to the outside, or liver resection, which consists of removing a part of the liver with the purpose of eliminating cancerous tissue, require very cautious consideration. In the case of tumor ablation, the needle must be inserted through several tissues including the skin of the patient in order to reach the tumor without harming any crucial organ, such as the lungs, or hitting solid structures, such as bones, which cannot be punctured. In the case of a liver resection, a part of the liver must be removed without damaging any vital arteries or veins and at the same time leaving enough organ volume behind to guarantee the physiological functions of the liver.

Surgical planning often involves the acquisition of three-dimensional (3D) medical images, such as computed tomographies (CT) or magnetic resonance imaging (MRI), which provide the surgeon with an overview of the patient’s anatomy and potential pathologies. Given this information, the surgeon is able to identify a target structure, such as a tumor, and plan a path towards that target, along which a needle can safely be inserted. Alternatively, the surgeon can plan a cut to isolate a certain section of a partially dysfunctional organ, as is done during liver resection.

Unfortunately, a careful surgery plan does not always coincide with a successful surgery itself. Without assisting techniques, the implementation of the surgery plan is not trivial, as the patient’s condition might change significantly from the moment when images used for planning are acquired to the moment when the surgery is performed: Among others, organ displacement, breathing, and heart beats, are some of the issues that must be dealt with during surgery. In this complex setting, the surgeon must still be able to adapt the surgery plan to the altered situation. Therefore, computer-assisted interventions are increasingly gaining significance in the surgical routine. Nowadays, several computer-based systems exist to assist surgeons in the real-time localization and visualization of organs, regions of interest and structures of risk, and to guide them towards target structures (see [1, 2, 3, 4, 5, 6, 7] for more extensive reviews on those systems).

Critical for surgery guidance is the computation of an alignment between the (virtual) space where the surgery planning was performed and the space where surgery is taking place. This task is called registration. Most existing commercial systems focus on assisting interventions near rigid structures, like bones, where they can rely on static anatomical landmarks or attach fiducial markers for the alignment of the spaces (e.g. BrainLab VectorVision).

In this scenario, the relative position between guidance landmarks does not
change and, assuming that the patient has been immobilized, registration between planning and surgery must only be performed once. However, researchers have drawn their attention to a more complicated problem: computer guidance for soft-tissue interventions. In contrast to rigid structures, soft tissues are continuously deformed due to respiratory motion, heart beats, and external forces (e.g. surgical manipulation). In this case, anatomical landmarks are usually not clear or not reliable due to deformations. Even if one resorts to fiducial markers as artificial landmarks, their position relative to each other is constantly changing.

Computer-assisted guidance in soft-tissue interventions therefore remains very challenging.

Several authors have proposed the use of optically or magnetically tracked fiducial markers for the compensation of deformations during soft tissue interventions [8, 9, 10, 11, 12, 13, 14, 15, 16]. These fiducials are either placed above the skin or inside the organ of interest (needles), and are continuously tracked in order to determine their position. Deformation models are employed in order to estimate the location of the targets based on the movement of the fiducials. The main drawback of the use of fiducial markers as surgical guidance aids is that the spatial configuration of the markers around the target is crucial for the minimization of target registration errors [17, 18, 19]. Markers placed above the skin are usually too far from the targets, being less reliable for target localization. While needles can be used for more reliable target localization, they are of a more invasive nature. After the attachment of the markers, 3D medical image acquisition must be repeated in order to establish the position of the anatomical structures in relation to the markers, exposing the patient to extra radiation, in the case of computed tomographies, for example. Furthermore, fiducial markers are not particularly suitable for open body surgery, as it would require the placement of the patient in a 3D image acquisition device with the body open and with the entire surgical apparatus. Nevertheless Weber et al. [20] and Markert et al. [21] presented some efforts for attaching markers on the liver surface. Maier-Hein et al. [22] investigated the optimal combination of skin markers and needles in order to maximize accuracy and minimize invasiveness. Image-based techniques have also been employed for guidance [23, 24, 25, 26, 27, 28, 29, 30]. These techniques usually involve the segmentation of organs, targets and instruments from real-time imaging modalities (e.g. ultrasound), or the direct image-to-image registration between pre- and intra-operative data. Image-guided techniques for the robust and accurate compensation of soft-tissue motion are still subject of ongoing research [31]. Imaging modalities such as ultrasound require direct body contact with the patient and are usually very noisy, while intra-operative X-ray and tomography devices (C-arms) expose the patient to additional radiation and require the isolation of the operation room during image acquisition. The combination of image-guided techniques with the use

\[1\text{We denote as target any pre-defined point or region of interest whose position is to be found during surgery.}\]
of fiducial markers has also been investigated [32, 33, 34, 35]. Here, the main task is the identification and extraction of the markers from the images, which constitutes a less complex problem than directly identifying organs, anatomical landmarks, and instruments.

Surface-based intra-operative registration is an attractive alternative for intra-operative guidance, as common surface scanners: (1) Do not require contact with the patient, thus also being suitable for open body surgery; (2) Do not expose the patient to radiation; (3) Do not require isolation of the operation room during acquisition; (4) Have moderate to high acquisition rates; and (5) Do not require any kind of markers. Having surface models from segmented pre-operative data, registration is obtained by matching intra-operatively acquired surfaces (e.g. surface of an organ or the skin) to pre-operatively acquired ones. As in the case of the use of fiducial markers, deformation models are required in order to correctly estimate the location of targets inside a particular volume based on the deformation of its surface. The use of surface matching techniques for intra-operative registration purposes is already being investigated [36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47]. These authors have focused their attention to fine alignment algorithms, which are known to require an initial alignment in order to converge. They evaluated it for intra-operative purposes and proposed variations in order to make it more robust to initial alignments and to surface deformations. However, initial alignments are still performed manually or with the assistance of fiducial markers, in some cases requiring two sensors being placed in the operation room: one for surface acquisition and another for marker tracking. Manual alignments may be tedious and error prone, as they may be repeated several times during an intervention and the identification of landmarks is not always visually clear. Furthermore, in the case of laparoscopic interventions, manual alignments and marker placement are practically difficult, while the acquisition of surfaces using techniques such as range scanner or time-of-flight can be incorporated into laparoscopic or endoscopic devices [48].

So far, the automatic establishment of correspondences between pre- and intra-operatively acquired surfaces remains elusive, as surface matching in intra-operative settings poses a challenging problem. Numerous methods have been proposed for image registration in general [49, 50], and different imaging modalities, such as US, intraoperative CT and interventional MRI have been investigated for this purpose. However, these are often not well suited to real-time image acquisition in a surgical theatre with traditional instrumentation, provide poor image quality or are associated with radiation exposure and high costs. The focus of this paper is to provide the reader with a summary of the current state-of-the-art in surface matching techniques, relating them to the problem of establishing an alignment between pre- and intra-operatively acquired surfaces. We aim to identify technologies and new techniques that may be of use for surface-based intra-operative soft-tissue registration in the near future, pointing out the long term perspectives and challenges. Until
now, only Audette et al. [51] presented a related article, in the year 2000, which investigates surface registration techniques for medical imaging. However, this article is rather focused on the algorithmic basics of surface matching, and is not concerned about the issues that are relevant for surface matching in intra-operative environments. Furthermore, an entire decade has passed since its publication, since which, many improvements and innovations have occurred to the field.

This paper is organized as follows: First, we give a brief overview on surface-based intra-operative guidance systems and how they have been employed so far, also considering other stages in the pipeline that are not part of the surface matching procedure itself, and, therefore, outside of the scope of this paper (Sec. 0.2).

Second, we outline the surface matching procedure and decompose it in its main stages (Sec.0.3), presenting the state-of-the-art works for each stage and considering their suitability for intra-operative registration. Finally, we elaborate on the perspectives, limitations and challenges of surface-based intra-operative registration from a technical point-of-view (Sec. 0.4).

0.2 OVERVIEW OF SURFACE-BASED INTRA-OPERATIVE REGISTRATION

Registration refers to the process of transforming different data sets into one common coordinate system. During intra-operative registration, the coordinate system in which the intervention plan was specified is aligned to the reference coordinate system in the operation room. Surface-based intra-operative registration refers to the computation of a transformation that maps a pre-operative coordinate system, acquired by imaging techniques such as computed tomography (CT) or magnetic resonance imaging (MRI), to an intra-operative coordinate system, using the patient’s current morphological (shape) information during surgery. Intra-operative registration is used to align and adapt structures, targets, trajectories, and other data previously generated during surgery planning to the patient’s situation during surgery, in order to allow for adequate surgery guidance.

The term surgery guidance refers to a way of communicating the current status of the surgery in relation to what was planned to the surgeon. In other words, this means showing information that helps the surgeon to follow the surgery plan. It may thus involve continuous intra-operative registration and tracking of surgical instruments. For more details on the history of surgical guidance and on the role of registration in the guidance process we kindly refer the reader to [52].

Procedures based on surface-based intra-operative registration are structured as follows (Fig. 1): Prior to the intervention, the patient is submitted to a volume scan, such as a CT or MRI, which generates a 3D image (volume). Given this volume, the physician is able to create different models for the different
objects (e.g. organs, vessels, tumors) by means of image segmentation algorithms (Sec. 0.2.1). These models are the basis for the generation of surfaces of interest, which will be used for the subsequent registration, but also for the construction of an intervention plan, which determines the course and goals of the surgery (e.g. a trajectory for needle insertion that avoids structures of risk, such as the lungs, or a liver resection that avoids injury of major arteries and vessels). Surgery plans are usually built with specialized software. Once surgery is about to start, the remaining task is the adaptation of pre-operatively generated information to the patient’s current situation. This implies a non-trivial problem, as the organ of interest deforms due to patient movements, breathing, or surgical manipulations. This task is accomplished by the acquisition of intra-operative data and by matching it to pre-operative data, in order to establish a spatial relation between the two. With regards to this work, the information used for registration is morphological data represented by surfaces.

Surfaces are acquired intra-operatively by means of range imaging devices (Sec. 1.2.2), which generate range images (also known as depth images) with each pixel representing a distance value. Range images are converted into surfaces by a sequence of pre-processing stages (Sec. 1.2.3), aiming at identifying the objects of interest and to compensate for possible image distortions and errors intrinsic to the image acquisition technology. The spatial relation between the pre- and intra-operative situations is established by means of surface matching, which is the main topic of this work, and is investigated in detail in Sec. 1.3. After a spatial relation is established, the surgery plan can be adapted to the patient’s current situation for the purpose of guidance. This is achieved by means of a physics-based deformation model, which extrapolates the transformation obtained for the surfaces to the organ’s entire volume.

Figura 1: Processing pipeline for surface-based intra-operative registration
When designing a method for the automatic establishment of correspondences between pre- and intra-operatively acquired surfaces, the following issues must be taken into consideration, which turns surface matching for intra-operative registration purposes in a challenging and non-trivial problem, as it imposes several challenges:

1. **Partial surfaces**: As 3D scanners do not have a complete view of the region of interest, and there are also many other objects and structures in the environment, we must deal with a partially overlapping surfaces matching problem. Furthermore, due to the different acquisition principles, holes on one surface may not be present on the other one.

2. **Noise**: Depending on the acquisition rates, surfaces generated by 3D scanners can be noisy. Usually, the higher the acquisition rate, the higher the amount of noise on the surfaces.

3. **Distortions**: Due to the different acquisition principles of intra- and pre-operatively generated surfaces (multi-modality), and the different systematic errors that are inherent to these principles, distortions on local and global scales can occur.

4. **Non-rigidity**: As the organ of interest may be undergoing deformation due to respiratory motion or from the surgical intervention, the surface is subject to complex deformations. In this case, the spatial configuration of a set of points on one surface and the configuration of their corresponding ones on the other surface might be different.

5. **Lack of structure**: Usually, surfaces of interest do not present a clear structure or articulation (*e.g.* a clear subdivision of the human body into arms, legs and head) which could be used as reliable landmarks. Matching of surfaces with a clear subdivision into several parts poses a less complex problem, as it resumes to identifying these parts and establishing correspondences between them.

6. **Lack of landmarks**: Surfaces of interest for intra-operative registration often do not present prominent regions or locations, which could be used as reliable landmarks. Surfaces acquired intra-operatively are mostly nearly flat, such as the partial surface of a liver, for example.

7. **Speed**: The entire matching process must be completed in reasonable space of time, *i.e.*, ideally within a few seconds, although within a couple of minutes is acceptable.

Due to these issues, surface matching for intra-operative registration has been used so far only for accounting of displacements that occur in local scales, by means of variations of the *iterative closest point* (ICP) algorithm [36, 37, 38, 39, 40, 41, 42, 43, 44, 45], whereas the actual registration between the intra- and pre-operative spaces occurs manually. Several surface-based navigation systems for cranio-maxillo-facial surgery based on ICP already exist, which have been extensively evaluated in the clinical context [53, 54, 55, 56, 57].
In the following sections, we review the stages involved in surface-based intra-operative registration, highlighting relevant work on these topics.

0.2.1 Image segmentation

Image segmentation means the partitioning of an image into multiple segments, i.e., the assignment of image pixels or voxels to different regions. These segments should make sense in the context of a particular application. In medical imaging, segmentation focuses on the identification of regions and boundaries of organs, tumors, and other anatomical structures, in order to enable the quantification of an organ’s specific measurements (e.g., volume, blood irrigation, etc). Segmentation allows for the computation of surfaces representing the objects of interest. These surfaces can be used for the purpose of registration.

For more details on medical image segmentation methods, we refer the reader to [58, 59, 60].

0.2.2 Range imaging devices

Three-dimensional (3D) imaging systems (or range scanners) are devices that measure the distance between the device itself and the objects in its field-of-view. The result is usually an image, referred to as range or depth image, in which each pixel represents a distance value (Fig. 2b). The most widely used 3D imaging systems for surface data are stereoscopic imaging[61,62], structured light[63], and laser rangescanning[64]. A very promising new technology for range scanning are time-of-flight (ToF) cameras [65,66,67], which are able to simultaneously generate a light intensity image and a range image at high acquisition frequency rates. However, the drawback of the ToF cameras are the systematic errors and potentially high noise levels.

Fig. 2: Acquisition of the surface of an object by a time-of-flight (ToF) camera. (a) The object (a mug); (b) The acquired range image, with distance values mapped to a color palette ranging from green (further) to red (near); (c) Extraction of the object of interest; (d) Conversion of the range image into a 3D point cloud; (e) Triangulation of the point cloud in order to build a surface. For more comprehensive reviews on the topic of 3D range scanning please refer to [68, 69, 70]

0.2.3 Range images to surfaces

Here, we present the required pre-processing steps for the conversion of a range image into a surface representation (polygonal mesh). As intra-operative
environments are usually filled with different objects, which may appear in the acquired range images, imposing extra complexity to the surface matching procedure, we present a brief overview of object recognition in range images in Sec. 1.2.3.1, which aims to isolate the object of interest (region or organ) from other objects. In Sec. 1.2.3.2 we describe the conversion of range data in a surface representation, focusing on triangle meshes, which are one of the most commonly used discrete representations for surfaces. Finally, Sec. 1.2.3.3 presents data structures for the representation of meshes. These data structures allow the efficient computation of mesh properties, which are required for surface matching.

0.2.3.1 Object recognition

Object recognition deals with the problem of identifying a particular object in an image. It has been a subject of research for more than four decades [71]. Major problems in the field of object recognition, are the detection of objects from different camera points-of-view, lighting conditions and partial occlusion by other objects in the scene [72]. The different approaches for object recognition are usually classified as follows: Geometry-based approaches [72], which employ the geometric properties of the object of interest, and its projection on 2D planes; Appearance-based approaches [73], which attempt to capture the visual appearance of the object; and Feature-based approaches [74], which focus on finding points-of-interest that are used to characterize the desired object. Object recognition is closely related to image segmentation (see Sec. 1.2.1), and, in fact, many object recognition approaches employ certain segmentation techniques.

In the case of range images, the use of appearance-based approaches is somewhat limited, as the appearance of a particular object in the image varies according to its distance to the camera. However, some scanners, such as the time-of-flight camera, can simultaneously acquire a light intensity image, which.

Figura 3: Projection of an object in 3D space to the 2D space of an image according to the pinhole camera model can be used for appearance-based detection. Several authors have focused on the specific problem of detecting objects in range images, as can be found in [75, 76, 77]
0.2.3.2 Surface generation

In order to construct a surface from a range image, the first step is to convert the image into a spatial representation: Each pixel in the range image is converted to a 3D point (Fig. 2d). This conversion is performed according to the *pinhole camera model* (Fig. 3), which allows the computation of the original 3D position of the object based on its projection onto the image plane [78]. Several image distortions may occur due to lens effects and measurement principles, which must be compensated for correct geometry computation [78, 79, 80]. The second step in the conversion process is the establishment of neighborhoods for each point, representing these neighborhoods by edges, in order to form meshes (Fig. 2e). Triangle meshes are the most widely employed discrete representation of surfaces, although meshes composed by other polygons are also possible [81]. Kilgus et al. [82] investigated and compared several alternatives for the generation of triangle meshes from point sets generated by ToF cameras.

0.2.2.3 Data structures for mesh representation

The representation of meshes using appropriate data structures is advantageous for several reasons, including the accelerated retrieval of adjacency and incidence information, the efficient object traversal, and the maintenance of topological consistency during manipulation. The use of efficient data structures may be critical for achieving the required performance in the case of surface matching, where the computation of neighborhoods and surface properties (*e.g.* curvatures) becomes necessary. Also desirable for a mesh representation data structure is the ability to represent the boundaries of the meshes, as objects scanned by range scanners have open boundaries. The detection and representation of mesh anomalies, such as *non-manifoldness*, is also crucial. Several descriptors require the surfaces to be a perfect manifold for their computation, and the detection of such anomalies is important so they can be treated and repaired in a pre-processing stage. Having a data structure that is able to efficiently detect and treat the aforementioned anomalies is crucial for the efficiency and efficacy the surface matching algorithm.

Most widely employed data structures for mesh representation are the winged-edge [83, 84], the quad-edge [85] and the doubly-linked face list [86, 87], for the representation of perfect manifolds. The half-edge representation [88] can also be used for representation of boundaries. More recently, dos Santos et al. [89] presented the extended doubly-linked face list, which allows for the representation of boundaries and some non-manifold cases very efficiently.

0.2.4 Deformation Models

Deformation models are employed to extrapolate deformation information on one part of the organ to the rest of its entire volume. These models are usually based on physically coherent models, such as the finite element method (FEM) [90], in

---

2A mesh is said to be a *manifold* if, for every point, the surface is locally equivalent to an open disk. If this is not the case, the mesh is said to be a *non-manifold*. 
order to compute extrapolations that are plausible with the physical reality. Literature on deformation models can be found, for example, for the kidneys [91], the liver [38, 92] and the brain [93]. A model for the computation of internal abdominal motion based on the skin deformation was presented by Hostettler et al. [94].

0.3 SURFACE MATCHING

Surface matching is a large field and it has been studied for several years. The primary goal of surface matching is to compute a mapping from one surface onto another, and it can be regarded as an optimization problem. Because of the many existing approaches to matching surfaces, classifying them into meaningful groups is not trivial. Audette et al. [51] addressed this issue by first decomposing the surface matching procedure into its main stages, followed by classification of the methods according to how each stage was approached. Similar to Audette et al. [51], we also consider three different stages: descriptor representation (Sec. 1.3.1), optimization (Sec. 1.3.4) and transformation (Sec. 1.3.5). However, another component plays a major role in registration, and it is relevant to analyze it on its own: the error metric (Sec. 1.3.3), which is attempted to be minimized during optimization. Another important stage, commonly used in surface matching for reducing the search-space and increasing the chances of finding a correct match is the selection of surface features (Sec. 1.3.2).

In the descriptor representation stage, global or local surface information is extracted, which can be used for surface comparison purposes during the optimization stage. This information is called a surface descriptor. In order to make comparisons possible, a distance metric between two descriptor instances must be defined alongside the descriptor itself. The error metric is used to determine how two surfaces fit to each other in any given stage of the matching process. Optimization denotes the process of finding a match between the input surfaces, such that the error metric is minimized. After the establishment of correspondences, a mapping between the input surfaces is computed on the transformation stage. Note, however, that the computation of a transformation does not necessarily occur only after the optimization stage is finished. In several methods, transformations are computed during the optimization process in order to identify correspondence sets with minimal error.

Generally speaking, given two surfaces represented by point samples, a source surface \( S = \{s_i\} \) and a target surface \( T = \{t_j\} \), where \( s_i \) and \( t_j \) denote the surface samples for source and target surfaces, respectively, their descriptors \( DS \) and \( DT \), and an error metric \( E(\cdot) \), the goal of surface matching is to find a mapping \( \Phi : S \rightarrow T \) represented by a transformation operator \( A : S \rightarrow T \), so that:

\[ \Phi = \arg \min_A E(S, T, DS, DT, A) \quad (1) \]
0.3.1 Descriptor Representation

Descriptors are pieces of information extracted from surfaces in order to make the comparison between two surfaces, or two surface parts, possible. They can be local or global, and can be used to subdivide the surfaces into regions with similar properties. Descriptors must be comparable to each other and, along with the descriptor itself, a distance metric between two descriptor entities has to be defined as well. For intra-operative registration purposes, the descriptor must be able to provide robust characterization even in the presence of noise. Another aspect to be considered is the discriminative power of the descriptor: If the descriptor is too sensitive, a small variation on the surfaces will result in a high distance value between the descriptors. As surface-based intra-operative registration must deal with surfaces acquired from different sensors and, therefore, different acquisition principles, variations on the surface representations for the same anatomical location should be expected. In this case, an over-sensitive descriptor would be inadequate. However, as scanned surfaces are usually nearly flat, since they have only a partial view of the object-of-interest, a certain degree of sensitivity is required in order to effectively discriminate the different regions of the surface. Since obtaining a perfect balance in discriminative power is very difficult, the optimization procedure must be able to deal with this issue. Furthermore, as we deal with partial surfaces, the descriptors should be able to represent information in local scales, instead of global ones. In addition, the descriptor should be invariant with respect to the occurring transformation class (see Sec. 1.3.5).

The most basic form of a surface descriptor is the surface geometry itself, i.e., its points, edges, and faces. Geometry was used to find the set of four congruent points that, when mapped to each other, delivers an alignment with the maximal intersection area [95]. This method is robust to noise and very effective for rigid registration. Geometry was also used to search for a mapping between two surfaces, which minimizes some kind of deformation error between them [96, 97]. Although these approaches are very effective, they are time-consuming and usually not applicable for surfaces without prominent features (see Sec. 1.3.4). Another class of methods that employs geometry as a descriptor are the variants of the iterative closest point algorithm (ICP) [98], which iteratively finds pairs of closest points and computes a transformation that maps these points onto each other (see Sec. 0.3.4.2 for more details). This class of methods is employed for the fine alignment of surfaces as well as for accounting for displacements that occur in local scales, as an initial alignment must be provided in order to ensure convergence to the global minimum distance. Other methods for the fine alignment of surfaces based on pure geometric information were presented by Eckstein et al. [99], Papazov and Burschka [100].
Based on geometry, a global form of shape description is the principal component analysis (PCA) [101], which computes the principal axes of shape variation, using the eigenvectors associated with the largest eigenvalues of the second order moments covariance matrix. Matching two shapes using PCA implies aligning their principal axes. As mentioned before, PCA can usually only be used for aligning entire surfaces, as the principal axes extracted from a partial surface are incompatible to the ones extracted from the whole surface. Furthermore, PCA does not provide directions of the principal axes, thus matching solely based on PCA can be ambiguous.

Bronstein et al. [102], Eckstein et al. [99], Papazov and Burschka [100], Sahillioglu and Yemez [103] employed geodesic distances for matching. A geodesic is defined as a curve which realizes the shortest distance between any two points lying on a general metric space [104]. In the case of surfaces (2-dimensional embeddings), the geodesic distance between two points lying on a surface denotes the length of the shortest line above the surface that connects these two points (Fig. 4). Only relying on geodesic distances for matching, can be inconclusive in the intra-operative case, as surfaces are mostly nearly planar, and every point has similar geodesic fields (Fig. 4b), differently from surfaces that have a more complex structure (Fig. 4c). Furthermore, geodesic distances are not robust to noise. Distances are usually longer on noisy surfaces because of the high frequency variations on the surface. A slightly improved form of point (local) descriptors, which considers the discrete approach of geometry of its neighbors but not the global geometry, are the principal curvatures and other curvature-based quantities (Fig. 5): Mean curvature, Gaussian curvature [105], shape-index, and curvedness [106].

Figura 4: Geodesic distance fields for two distinct points on different surfaces (red: high, blue: low): (a) A plane. Both points have exactly the same radial geodesic field. (b) A porcine liver surface acquired by a time-of-flight camera. As the surfaces are nearly planar, the geodesic fields of both points are similar. They are also very similar to the radial fields on the plane surface. (c) A humanoid shape. As the structure is more complex than the previous surfaces, not resembling a plane, distinct points on the surface have different geodesic fields (unless they lie close to each other).
These measures are related to the way a surface bends in a particular point, i.e., how the surface differs from a plane at a particular point. As the computation of curvatures on discrete surfaces is not robust to noise, Cazals and Pouget [107] proposed a method for the computation of differential properties by fitting a smooth polynomial to the local neighborhood, followed by computing the curvatures of this polynomial (Fig. 5c). Curvatures have been used as descriptors for many years. Kehtarnavaz and Mohan [108] segmented the surfaces in patches of homogeneous curvature and employed graph matching to obtain correspondences between them. Other methods employing curvature as a measure for data likelihood were presented by Zeng et al. [97, 109], Windheuser et al. [110]. The problem, however, is that there may be many points on one surface that have the same curvature values as another point on the other surface [111]. Curvatures are also used to select features on the surface, in order to reduce the search-space for correspondence search and to increase the chance of finding correct matches by using only more prominent and distinguishable points (see Sec. 1.3.2).

In order to increase the discriminative power and robustness of the curvature descriptor, Gatzke et al. [112] subdivided the geodesic circle around a particular point in bins, and computed the average curvature for each bin. The descriptor itself is represented by a vector, where a curvature average is stored at each vector’s position, and each position represents the curvature value of a particular bin. Two descriptor entities are compared by means of the $L_2$ norm. Johnson and Hebert [113, 114] presented the spin-images (Fig. 6), one of the most well-known descriptor for shape matching. Using the same idea of binning, they computed a 2D histogram of points that are contained inside a spherical volume by means of a plane rotating around the normal of a particular point.
The descriptor proposed by Frome et al. [115], known as 3D shape context, extends the idea of spin-images for a 3D spherical volume defined around a point, thus partitioning the sphere in bins by inserting subdivisions in the radial, azimuth, and elevation directions. However, in order to consistently index the 3D bins to the 2D vector that represents the descriptor, they rely on the determination of a local coordinate system for each point, which must be repeatable across surfaces. The same applies to the fingerprint-like descriptor presented by Sun and Abidi [116], Sun et al. [117], which is obtained by the projection of geodesic circles around a point to its tangent plane. Tombari et al. [118, 119], dos Santos et al. [120] improved the robustness of the computation of local coordinate systems, and presented the signature of histograms descriptor, which computes histograms of angles between normals, instead of computing histograms of point positions. The MeshHog descriptor [121] also applies an improved computation procedure of the local coordinate system, and computes histograms of mean curvature gradients. The robustness and repeatability of several descriptors based on the computation of local coordinate systems was investigated by Petrelli and Di Stefano [122], who performed several experiments with meshes of different point densities and noise levels.

For the global description of closed, articulated surfaces, skeletonization methods have been employed (Fig 7) [123, 124, 125, 126]. Skeletons naturally incorporate the notion and the representation of parts and articulations.
They are represented by trees, and matched by minimizing the differences between properties of branches and nodes. Global shape representations were also presented by Toldo et al. [127], Bronstein et al. [128], who computed a geometric vocabulary by clustering the descriptor space, which could be any local descriptor in this case. Each point descriptor is then represented in the vocabulary using vector quantization. The global descriptor is computed as the histogram of quantized local descriptors.

Gelfand et al. [111] computed the volume of the intersection between a sphere centered on a point and the surface for local shape description. This descriptor is called integral volume descriptor. Pottmann et al. [129] performed an analysis of robustness and stability of different integral computation methods, focusing on volume descriptors.

In a more elaborate manner of extracting surface information, authors represent surfaces as a series of functions of different frequencies (bands), defined on a sphere, in the same way as a Fourier series, but in 2D instead of 1D [131]. This technique is called spherical harmonics, and it can be employed for both the local and the global description of shapes. The global descriptors presented by Kazhdan et al. [132], Funkhouser et al. [133] store the amplitude of spherical harmonic coefficients within each frequency for shape retrieval in databases. Frome et al. [115], Funkhouser and Shilane [134] adapted this idea for local surface description, by constraining the spherical harmonics into local support volumes. Spherical harmonics have been extensively researched for the description of cortical surfaces (Fig. 8) [135, 136, 137]. An advantage of this representation is its robustness to noise when using lower frequency bands only, as noise is generally represented by higher frequencies.

More recently, attention has been drawn to the manifold harmonics [138, 139, 140, 141, 142], which are a generalization of the spherical harmonics for arbitrary manifolds. Importantly, the spherical harmonics are related to the manifold harmonics: the manifold harmonics series on a sphere is exactly the basis of the spherical harmonics series [139].
The advantage of the manifold harmonics representation is that it is invariant to isometric deformations\(^3\), even

very large ones, as the frequency series is not defined on a sphere, like the spherical harmonics, but on the space spanned by the surface itself (Fig. 9a-b). Reuter et al. [145], Rustamov [146] employed manifold harmonic bands for noise-robust and isometry-invariant registration and database retrieval of complete models. However, because manifold harmonics are defined in the surface space, instead of a common space, it is not applicable to the registration of partial surfaces, since the manifold harmonic bands are incompatible and only make sense in the surface space itself (Fig. 9c). Furthermore, their computation is very expensive, as it involves the computation of eigenvalues and eigenvectors of large Laplacian matrices.

Based on the manifold harmonics, Sun et al.[147] presented the heatkernel signatures (HKS), which model the amount of heat that is transferred between two points in a given amount of time, assuming one of the points as a heat source.

As this descriptor is defined between two particular points, similar to the geodesic distance, and not on a global scale, like the manifold harmonics, it can be used for the registration of partial models. Dey et al. [148], Zobel et al. [149] improved the HKS for better registration and retrieval of partial and incomplete models. Although the computation of heat diffusion is noise robust, in contrast to geodesic distances, the diffusion in time occurs inversely proportional to the geodesic distance (Fig. 10). This implies higher amount of heat transfers occurring in shorter distances in shorter time. Thus points on nearly planar or planar surfaces have approximately the same heat diffusion fields, as they have similar geodesic distance fields. For the same reasons as mentioned for the geodesic distance fields, heat-based descriptors can be ambiguous for matching surfaces of

---

\(^3\)Quoting from Beardon [143, p. 89]: A map \(f : \mathbb{R}^3 \to \mathbb{R}^3\) is an isometry if it preserves distances; that is, if for all \(x\) and \(y\), \(\|f(x) - f(y)\| = \|x - y\|\). Isometric deformations on surfaces means that distances are preserved in a geodesic sense. In the case of surfaces, being isometry-invariant means being invariant to initial shape alignment, translation, rotation, scaling, and non-rigid bending [144].
interest of intra-operative registration. In addition, as HKS is based on manifold harmonics, their computation is also very expensive.

Comparisons and surveys on descriptor representations were presented by Tangelder and Veltkamp [150], Bustos et al. [151], Iyer et al. [152], Bronstein et al. [153], Heider et al. [154].

0.3.2 Feature selection

Feature selection is the process of identifying surface points that are unique on the surfaces, i.e., points that can be used as reliable landmarks for the matching process. For instance, such points can lie on the extremities of a surface (Fig.

---

Figura 9: Manifold harmonic bands of two Armadillo models, and one of the Armadillo’s arm. The columns show the first, second and third bands of their manifold harmonics. As the models in rows (a) and (b) can be nearly mapped to each other by an isometry, the bands are similar, as the spaces spanned by these surfaces are similar. However, the partial surface in row (c) spans a different space, which is not isometric to the other models, thus inducing different bands, defined in its own space 11.

![Manifold harmonic bands of two Armadillo models](image)

Figura 10: Heat diffusion field of a heat source (blue point) on different surfaces (red: high, blue: low), at different time points (125 and 500 seconds): (a) A plane. (b) A porcine liver surface acquired by a time-of-flight (ToF) camera. (c) A humanoid shape. The heat diffusion is inversely proportional to the geodesic distance (Fig. 4)

![Heat diffusion field of a heat source](image)
Feature selection is performed mainly for two purposes: First, to speed-up the registration by only using a subset of the data. Second, to increase the probability of finding a correct match between surfaces by using only prominent and reliable landmarks, and not the other more common points, which are more likely of having many similar ones. It is important to note, however, that, if feature selection is used, and correspondences shall be found only among the selected features, points lying on the same locations on both surfaces must be selected. If points lying on different locations are selected, finding a correct match between the surfaces is impossible. Consistent feature selection across surfaces is crucial for the successful registration of surfaces by methods relying on feature selection.

Methods for feature selection include: Random selection [155, 115]; Selection based on surface curvature [156, 157, 121]; Saliency [158, 159, 160]; Persistence across different scales [161, 111, 162, 163]; Number of similar points on the other surface [164]; Maximums of heat propagation [147, 165]; Tangential discontinuity [166]; Analysis of gradients [167, 168].

The consistent selection of features on surfaces of interest for intra-operative registration is not trivial. Because of the noise, lack of structure (no articulations), and lack of prominent and reliable landmarks (the surfaces are nearly flat), the consistent selection of features across pre- and intra-operative surfaces is usually not possible (Fig. 12). Methods for surface matching that rely on feature selection, are likely to fail in intra-operative registration scenarios.

0.3.3 Error metric

Error metrics are used to determine how well two surfaces match to each other in any given state of the optimization process. Error metrics can employ, among others, geometric information, descriptor similarities, or distortion measurements, in order to estimate an error value for the current optimization state. In Sec. 1.3.3.1 we focus on error metrics that are used to establish correspondences between points, while in Sec. 1.3.3.2 we show some error metrics for establishing correspondences between other kinds of non-point-based descriptors, such as regions and skeletons.

Figura 11: Features selected from two different dog surfaces (image found in [96]). Note that features are consistently selected on both surfaces, i.e., they are chosen on the same locations.
0.3.3.1 Error metrics for point correspondences

Let us assume two surfaces represented by discrete samples (points): The source surface $S = \{s_i\}$, and the target surface $T = \{t_j\}$. The goal is to find a set of correspondences $C \subset S \times T$ between source and target surfaces that delivers the best alignment with respect to an error metric when these correspondences are used to compute a transformation that aligns both surfaces. The set $C$ is defined by its characteristic function $\sigma C : S \rightarrow T$, which is partial and injective, i.e., not all points have correspondences, but the ones that do have a correspondence, have a single one.

The most basic form of error metric is the Euclidean distance $d_{\text{Eucl}}(\cdot, \cdot)$ between source and target points. Using the closest point for finding correspondences, the correspondence set can be obtained as follows:

$$C = \{(s_i, t_j) : t_j = \arg \min_{t_k \in T} d_{\text{Eucl}}(s_i, t_k)^2\}$$

If the surfaces are aligned closely enough, the closest point is a simple way of finding correspondences. In practice, however, it is very unlikely to find cases where the closest point could deliver a correct correspondence set. Nevertheless, there exists an entire class of iterative algorithms, derived from the iterative closest point (ICP) algorithm [98] (see Sec. 1.3.4.2), that minimizes the global squared Euclidean distance:

$$E_{\text{ICP}}(S, T) = \sum_{S \times T} d_{\text{Eucl}}(s_i, \arg \min_{t_j \in T} d_{\text{Eucl}}(s_i, t_j))^2$$

Note that the error metrics presented so far do not incorporate any kind of similarity between points, relying only on geometric information.

Let us assume the function $q : S \times T \rightarrow \mathbb{R}$ that measures the incompatibility between a point on the source surface and one on the target surface, based on their descriptor distances, for example. A simple error metric that incorporates these incompatibility values is defined as the linear assignment problems (LAP) [169], which computes the global compatibility error of a correspondence set:

$$E_{\text{LAP}}(C) = \sum_{(S, t_j) \in C} q(s_i, t_j)$$

Note that there are variants of the ICP algorithms that do incorporate other kind of similarity metrics. See Sec. 0.3.4.2 for more references on this topic.

Figura 12: Comparison between selected feature points on two surfaces of the same object (porcine liver), as acquired by a computed tomography (left) and a time-of-flight (ToF) camera (right). Features were selected according to the multi-scale approach of Ho and Gibbins [163]
The optimization of ELAP(·) delivers the correspondence set with minimal global incompatibility. In contrast to EICP(·, ·), ELAP(·) does not incorporate any kind of geometric information, solely relying on incompatibility measurements between points. A more sophisticated error metric is defined as the quadratic assignment problem (QAP) [169], which not only incorporates a first order incompatibility measure such as $q(·)$, but also includes a second order regularization (smoothing) term, which measures the incompatibility between assignments:

$$
\text{EQAP}(C) = \sum_{(S_i,t_j) \in EC} q_2(S_i,S_k,t_j,t_l) + \sum_{(S_i,t_j) \in EC} q(S_i,t_j)
$$

where $q_2 : S \times S \times T \times T \rightarrow R$. Incompatibility between assignments can be measured, for example, as the difference between the distances of source points.

Figura 13: Registration of several partial surfaces of a bunny using the EdRMS(·) (see Eq. 6) error metric (bottom left) and after the error minimization of the initial registration with ICP (bottom right).

and their corresponding ones ($d_{EdRMS}(s_i, s_k) - d_{EdRMS}(t_j, t_l)$). This means if $s_i$ is assigned to $t_j$ and $s_k$ to $t_l$, we expect the Euclidean distance between $s_i$ and $s_k$ to be equal to the distance between $t_j$ and $t_l$, in a rigid case. Employing EQAP(·) for registration problems is a more robust compared to ELAP(·), as, like ELAP(·), it is independent of the initial position of the surfaces, but permits the incorporation of both geometric and descriptor similarities. Unfortunately, Sahni and Gonzalez [170] showed that QAP is NP-hard, and even finding a nearly optimal solution, within some constant factor, cannot be performed in polynomial time.

Gelfand et al. [111] showed that a pure second order, Euclidean distance based error is robust enough to rigidly match partially overlapping surfaces (Fig. 13). They employed the distance root mean squared (dRMS) error, which is similar to the second order definition presented above,
comparing all internal pairwise distances between corresponding points:

$$E_{\text{EdRMS}}(C) = \frac{1}{|G|^2} \sum_{(S_i, T_j) \in G} (d_{\text{EdRMS}}(S_i, S_k) - d_{\text{EdRMS}}(T_j, T_l))^2$$

The solution of the registration problem using this metric is a QAP and, therefore, NP-hard (see Sec. 1.3.4 for a discussion on the optimization procedures). Funkhouser and Shilane [134] employed a full QAP error metric for rigid registration, incorporating not only the second order term based on distances, but also the first order term, based on point dissimilarity measures. Chang and Zwicker [171] applied the same QAP error metric, but for the problem of matching shapes undergoing isometric deformations. They identified surface patches that were subjected to the same rigid transformation, and solved the registration as a labeling problem.

For the registration of shapes undergoing isometric deformations, the adaptation of the QAP error metric can be performed in a straightforward manner, by replacing the Euclidean distance with the geodesic distance (Fig. 14).

Figura 14: Correspondences obtained for a pair of hand model using the Eiso(·) (see Eq. 7) error metric for registration under isometric deformations (image found in [172])

Sahillioğlu and Yemez [103] employed only the second order term, directly replacing the Euclidean distances in the EdRMS(·) formulation with the geodesic distance, while Dubrovina and Kimmel [172], Wang et al. [173] formulated their error metrics as a full QAP error, as follows:

$$E_{\text{iso}}(C) = w \sum_{(S_i, T_j) \in G} (d_{\text{geo}}(S_i, S_k) - d_{\text{geo}}(T_j, T_l)) + \sum_{(S_i, T_j) \in G} q(S_i, T_j)$$

where $d_{\text{geo}}(\cdot, \cdot)$ denotes the geodesic distance between two points on the same surface, $q : S \times T \rightarrow R$ a function that measures the incompatibility between a point on the source surface and one on the target surface, and $w$ a weighting scalar to balance the influence of the terms. Raviv et al. [174] used the same error metric formulation, but instead of using geodesic distances, they employed heat diffusion as a distance metric. As explained in Sec. 1.3.1, heat diffusion is inversely proportional to the geodesic distance, with the advantage of being robust to noise.

Lipman and Funkhouser [175], Zeng et al. [97, 109] employed the deformation error between source and target surfaces,
when they are both conformally flattened onto a common canonical 2D domain, as their error metric. This flattening can be uniquely determined by fixing any three points on the surface. Zeng et al. [97, 109] posed this flattening error as a third order assignment problem, as follows:

\[ E_{\text{2D} \text{fit}} (C) = \sum \sum \sum \theta (s_i, s_k, s_m, t_j, t_l, t_n) + q(s_i, t_j) \]

where \( \theta : S \times S \times S \times T \times T \times T \rightarrow R \) denotes the mutual flattening deformation error.

Dos Santos et al. [176] introduced a measure of point configuration error, which can be used to weight the fitting error in cases where no reliable feature detection is possible. Zhang et al. [96] utilized an error metric that measures elastic distortion and preservation of local differential properties for an as-rigid-as-possible deformable mapping [177, 178] of the entire surface \( S \) onto surface \( T \), given a set of \( k \) correspondences. Windheuser et al. [110] employed an error metric defined by the elasticity theory as commonly known in physics, which measures stretch and bending error [179, 180]. They posed the error as a linear error metric, computing it for pairs of triangles.

### 0.3.3.2 Other error metrics

The most common metric for measuring the global error between two surfaces is the Hausdorff distance [181], which is based on the Euclidean distance. This metric computes the maximum of the distances from a point in any of the surfaces to the nearest point on the other surface. In its discrete form, the Hausdorff distance is defined as follows:

\[ E_{\text{Hausd}}(S, T) = \max_{i, \in S} \min_{j, \in T} d_{\text{Eucl}}(s_i, t_j), \max_{j, \in T} \min_{i, \in S} d_{\text{Eucl}}(s_i, t_j) \]  

Note that the Hausdorff distance is symmetric, i.e., \( E_{\text{Hausd}}(S, T) = E_{\text{Hausd}}(T, S) \). Charpiat et al. [182], Eckstein et al. [99] proposed the pseudo-Hausdorff distance, which has the advantage of being differentiable with respect to the position of the points of the two meshes [99]. The pseudo-Hausdorff distance converges to the Hausdorff distance with increasing sampling of the surfaces [182]. A global distance metric for isometrically deformed surfaces is the Gromov-Hausdorff distance [183], which measures how far two surfaces are from being isometric. The Gromov-Hausdorff distance, in its discrete form, is defined as follows:

\[ E_{\text{Geo-Hausd}}(S, T) = \inf_{f, g} E_{\text{Hausd}}(f(S), g(T)) \]  

where \( f : S \rightarrow Z \) and \( g : T \rightarrow Z \) are isometric embeddings into the metric space \( Z \). Note the similarity with the error metric presented by Lipman and Funkhouser [175], Zeng et al. [97, 109] (see Sec. 1.3.3.1, Eq. 8), where they measure the deformation error of the embeddings of both surfaces onto a 2D plane.
Aiger et al. [95] used the size of the intersection region between two surfaces as a similarity metric, measured as the amount of points on one surface that are close enough (smaller than a given threshold) to a point on the other. Au et al. [130] adopted the amount of votes casted by all reasonably possible combinations of fitting two skeletons to each other as similarity values for skeleton nodes.

0.3.4 Optimization

Two classes of optimization methods are known in surface matching: The first aims to find a set of correspondences that roughly aligns two shapes and is called rough-scale optimization (Sec. 1.3.4.1). This kind of optimization is usually automatic, i.e., it makes no assumptions about the initial position of the surfaces in space. Most rough-scale optimization methods deliver a sparse set of correspondences. The second class of optimization contains the methods that account for small misalignment and for deformations in the local scale. This class of optimization is therefore called fine-scale optimization (Sec. 1.3.4.2). It contains the popular point-based iterative optimization algorithms, such as the iterative closest point (ICP) [98] and its variants.

An extended bibliography on correspondences search for surface matching problems was presented by van Kaick et al. [184].

0.3.4.1 Rough-scale optimization

One of the simplest solution for obtaining an automatic matching between two surfaces is to minimize the linear assignment problem (LAP) error using the distance between descriptors (see Sec. 1.3.1) as a measure of dissimilarity between points. Minimizing the LAP error metric is equivalent to obtaining a set of point correspondences between source and target surfaces, so that every point on the source surface is assigned to its most similar point on the target surface, in a way that the sum of the distances between the descriptors of assigned points becomes the minimum. As can be seen in Eq. 4, the error metric minimized for the solution of the LAP does not contain any information about the relative position of the surfaces, which is irrelevant for this problem. The LAP is one of the oldest and most studied problems in combinatorial optimization [185] and there are several algorithms to solve it in polynomial time. Under certain conditions, it can even be solved in linear time (see [185] for a review on these algorithms).

However, solving the surface matching problem as a LAP may be error-prone for two reasons: (1) As LAP only considers descriptor similarities, and usually there are multiple correspondence configurations with compatible descriptors, finding the correct match may be difficult, as the problem becomes very ambiguous; (2) As LAP does not incorporate any regularization term, ensuring that points in a particular neighborhood on the source surface will be assigned to points that also belong to a common neighborhood on the target surface, it may result in a lack of geometric consistency among correspondences. Furthermore, it is important to note that the formulation
of the surface matching problem as a LAP finds a global matching between the possible correspondences. This means that a correspondence will be assigned for every point on the source surface, assuming that the source surface has less points than the target one, and that no feature selection was performed. If the surfaces represent areas that are only partially overlapping, solving a global assignment problem cannot, in any manner, deliver a correct set of correspondences, as the points that do not belong to the overlapping area should be left unassigned.

For partial surface matching, in the case of LAP, one can resort to the \textit{k-cardinality assignment problem} (CAD) \cite{186}: Given an integer \( k \), one wants to find \( k \) correspondences from source to target surface, so that the sum of distances between the descriptors of corresponding points becomes the minimum.

The \textit{quadratic assignment problem} (QAP) error (Eq. 5 on page 19) incorporates a regularization term for neighborhood consistency of the correspondences. However, solving a QAP is known to be NP-hard \cite{170}. Still, there are two common methods for solving QAP (see \cite{187, 188} for more details): The first class of methods performs a combinatorial analysis based on search procedures, such as \textit{greedy search} or \textit{branch-and-bound} \cite{189}. Although a full combinatorial analysis of the correspondences space guarantees that the global minimum is found, it may be untreatable to search the entire space. Therefore, many authors resort to measures that constrain and reduce the search-space. The second class of methods is known as \textit{probabilistic relaxation} \cite{190}, where the constraints of the QAP are relaxed to allow fuzzy correspondences, casting the problem as a convex continuous minimization problem. Although the problem becomes treatable due to relaxation, it is prone to follow into a local minimum. In the rest of this section, we review the solutions found in recent publications on surface matching.

\textit{Branch-and-bound optimization} was employed by Gelfand et al. \cite{111}, Dubrovina and Kimmel \cite{172}, Raviv et al. \cite{174}. While Gelfand et al. \cite{111} employed it for the minimization of the \( \text{EdRMS}(\cdot) \) error metric (Eq. 6 on page 20), based on Euclidean distance, thus only applicable to rigid registration, Dubrovina and Kimmel \cite{172}, Raviv et al. \cite{174} minimized the \( \text{Eiso}(\cdot) \) error metric (Eq. 7 on page 21), which employs geodesic distance, thus being also applicable to the registration of isometrically deformed surfaces. Branch-and-bound is based on the enumeration of all possible solutions while discarding the solutions with an error greater than the current error. In fact, branch-and-bound optimization can be most efficiently implemented as a search-tree, where the correspondences are represented as nodes while a path from a leaf to the root determines a possible solution. During the construction of the search-tree, every time a new branch is added to a node, the error of this partial solution is computed: If the error rises above the current error, the branch is pruned, and the space is not searched in this direction anymore. Otherwise, the tree keeps expanding until the solution is complete. The path with the smallest error is the correspondence set with minimum error. In order to reduce the search-space, the authors employ feature selection, feature clustering, distance
consistency tests during tree construction [111].

Funkhouser and Shilane [134], Zhang et al. [96], Au et al. [123], Sahillioglu and Yemez [103] used a constrained greedy optimization approach, or exhaustive search, which enumerates and tests the entire search-space. For faster computing, they employed several constraints to reduce the search-space before starting the optimization. Importantly, a common search-space constraining measure was adopted by all of them: the selection of very few and trustworthy features. Funkhouser and Shilane [134] performed a priority-driven search, which biases the correspondence search towards correspondences between features with smaller descriptor distances. As their method focuses on rigid registration, descriptor distances are a highly reliable measure, as descriptors at the same locations on two different rigid structures are very close to each other. Zhang et al. [96] presented a powerful method for matching non-isometric surfaces, where the set of correspondences that minimizes a deformation error is selected in a greedy optimization. However, the computation of the deformation error is very inefficient, as a large overdetermined linear system, representing the deformation for the entire surface, must be solved, in a least-squares sense. Au et al. [130] computes votes for plausible correspondences when aligning skeletons of different surfaces in all possible ways.

A common optimization technique in surface matching is known as random sample consensus, or RANSAC [191]. RANSAC follows the approach of iteratively selecting a given number of random samples from the correspondence search-space, computing a model (transformation) that maps these samples, and verifying how many other samples in the space also fit (consent) in the computed model. As random samples are selected in every iteration, the algorithm is non-deterministic, and produces a reasonable result only with a certain probability, which increases with increasing number of iterations. RANSAC is also known as a voting technique, as other samples “vote” for a given model. Aiger et al. [95] select random sets of four congruent points, aligns them rigidly, and counts the number of points that are also aligned, i.e., whose distance is smaller than a given threshold. Tevs et al. [192] employed a RANSAC loop for minimizing a QAP error, but biased the randomly sampling towards sample sets with higher probability of being correct correspondences. Lipman and Funkhouser [175] projected isometric surfaces onto a 2D canonical domain, and aligned them rigidly in this domain by computing a transformation between three point correspondences selected in a RANSAC-loop, and then casted votes for further correspondences based on the distance of closely aligned points.

Projecting the surfaces onto a canonical domain, where distances can be measured as Euclidean distances instead of geodesic distances, allows the matching between them to be performed rigidly. In this case, the alignment can be performed by any robust and efficient method for rigid registration (e.g. [111, 95]). It also profits from a distance metric that can be efficiently computed - the Euclidean distance - and from reliable descriptor distances. In surface matching, popular
techniques for embedding surfaces in common spaces are the *multidimensional scaling* (MDS) [193], which embeds the surfaces in a common $\mathbb{R}^n$ space, and the *generalized MDS* [102], which embeds one surface into the space spanned by the other, thus eliminating distortions that may arise from a $\mathbb{R}^n$ embedding. Unfortunately, these methods share a drawback: They require the repeated computation of geodesic distances for obtaining the embedding, which is not efficient. In the work of Lipman and Funkhouser [175], a more efficient technique for flattening was employed, based on the works of Pinkall et al. [194], Polthier [195].

Another common technique for solving QAPs is relaxation. In this approach, the binary constraints are relaxed to a fuzzy domain, posing the problem as a convex optimization problem. In surface matching, the relaxed QAP problems are usually cast as a graph labeling problem, where a label (correspondence) is searched for each point on the source surface (see [196] for more details on graph labeling). Popular algorithms for solving the graph labeling problem are the *maximum-flow/minimum-cut* algorithms [197, 198, 199], which poses the search-space as a system of pipes, with widths given by similarity values. These algorithms search for sub-systems with maximum flow for determining correct labeling. Zeng et al. [97], Wang et al. [173] solved the surface matching problem as a graph labeling problem. Zeng et al. [97] employed a third order error metric (Eq. 8 on page 21) for computing a deformation error based on flattening, as presented by Lipman and Funkhouser [175]. In order to formulate the problem as a QAP, they considered the observation that any relaxed high-order term can be reduced to quadratic terms [200, 201] and solved it as a set of QAPs. Zeng et al. [109] presented a more efficient method for solving the high order error terms, using a *Markov random field* optimization algorithm [202], thus casting the problem as a linear program. Relaxation can also be used to minimize LAPs [203], and has been employed in surface matching by Windheuser et al. [110]. Here, the authors minimize a linear error metric based on stretching and bending energy. The solution of surface matching problems by means of relaxation and labeling algorithms is usually very computationally expensive, and the selection of very few features is therefore mostly a requirement. dos Santos et al. [204] approximated the solution of a QAP by firstly iteratively computing similarity scores between surface neighborhoods, generating a similarity matrix, and then computing assignments by directly solving a LAP.

Note that, similar to LAP, the direct minimization of the QAP error is global, and does not account for partially overlapping data. If the overlapping region is sufficiently large, maximum-flow/minimum-cut algorithms for graph labeling solve this problem by incorporating a label for outliers.

### 0.3.4.2 Fine-scale optimization

Fine-scale optimization procedures are used for accounting for small misalignments and for deformations that occur in local scales. They usually assume that the surfaces have been roughly aligned or that an initial set of correspondences
is given. An important class of fine-scale optimization algorithms is the **point-based iterative optimization**, which contains the **iterative closest point** (ICP) algorithm [98] and its variants.

One of the most well-known classes for optimization of local scale deformations is known as **as-rigid-as-possible** (ARAP) [205, 206, 207, 208, 100], which deforms the source surface towards a set of few correspondences (anchors) by computing a fit that preserves, as much as possible, some surface properties (e.g. normal orientations [177, 178], or face Laplacians [209]). ARAP registration is usually obtained by minimizing a large overdetermined linear system of equations in a least-squares sense.

Given a coarse set of previously known correspondences, Tevs et al. [192], Wang et al. [173], Sahillioğlu and Yemez [103] iteratively solved local QAPs around the known correspondences, until a correspondence for every point was found, resulting in a dense set of correspondences. Zeng et al. [97] employed the same strategy (Fig. 15), but minimized instead a high-order error metric (Eq. 8 on page 21). Raviv et al. [174] incremented the initial sparse correspondences by a set of isometrically consistent correspondences, selecting the next correspondence candidates by a farthest point sampling strategy [210]. Sharma et al. [211] increments the initial correspondences set by pairs of points with consistent heat propagation, using an expectation maximization approach [212]. Eckstein et al. [99] fitted two roughly aligned surfaces by defining a differentiable global error metric between them (pseudo–Hausdorff distance, see Sec. 1.3.3.2), and solved the problem by a gradient descent approach.

**Point-based iterative optimization**

Point-based iterative optimization is the most well-known class for fine optimization. It is based on the **iterative closest point** (ICP) algorithm [98]. The ICP algorithm works as follows: (1) For each point on the source surface, the closest point on the target surface is found; (2) A rigid transformation that maps the pairs of closest points is found; (3) The algorithm performs the two previous steps iteratively, until convergence is reached. It was shown that, in rigid settings, the ICP algorithm converges to at least a local minimum of the sum of squared Euclidean distances (Eq. 3 on page 19).
There are several variants of the ICP algorithm, dealing with: Better selection of correspondences [213, 214, 215]; Weighting of correspondences [216, 213]; Robustness to the influence of outliers [217, 218]; Adequacy of the error metric [219, 220, 221]; Non-rigid deformations [222, 223, 224]; Anisotropic errors [225]. Focusing on intra-operative registration, Cash et al. [38] presented an ICP variant that identifies and aligns minimally deformed regions of the surfaces. A non-rigid deformation based on a finite element model formulation is subsequently computed. Clements et al. [39, 44] presented some efforts to increase the robustness of this ICP variant, by incorporating measures of saliency.

For more details on variants of the ICP algorithm, we kindly refer the reader to [216, 226].

### 2.2.5 Transformation

In surface matching, authors usually consider three classes of transformation: rigid, affine, and non-rigid.

**Rigid** transformations are composed of rotations and translations. The shape of the object cannot be altered by means of rigid transformations. Given a set of correspondences, the computation of a rigid transformation that aligns these correspondences, such that the sum of their squared Euclidean distance is minimal, is usually performed by solving an overdetermined linear system, in a least-square sense [227].

**Affine** transformations are a generalization of the rigid transformations, removing some of the constraints of the rigid transform operator. Although not all affine transformations are angle preserving, lines remain parallel [228]. A specific affine transformation of interest for surface matching is scaling, where the dimensions of the object change, but angles are preserved. Given a set of correspondences, an affine transformation between them can be computed according to the method presented by Feldmar and Ayache [229], which also minimizes the sum of squared distances.

**Non-rigid** transformations, also known as *free-form* transformations, are subdivided in two classes: isometric and non-isometric. Isometric transformations preserve distances (geodesic distances),
while non-isometric do not. Non-rigid transformations are usually represented by piecewise polynomials [228], which model transformations for local surface patches while maintaining first or second order continuity between patches. This ensures a smooth mapping between the surfaces. Most well-known piecewise polynomials for transformations are the thin-plate splines [230] and the B-splines [231]. For more details on transformations, we kindly refer the reader to [228, 51].

1 CONCLUSIONS

In this paper, we presented a review of the most recent and influential techniques for surface matching, classifying them according to the descriptor, error metric and optimization method employed, and relating them to the problem of matching surfaces for intra-operative registration purposes. Tab. 1 provides an overview of these methods. Despite of the many advances in the field, we found that most of the rough-scale optimization methods for non-rigid surface matching rely on the solution of quadratic assignment problems (QAPs, see Sec. 1.3.3). In the context of surface matching for intra-operative registration, this implies two main drawbacks: First, QAPs uses the difference of distances between assigned point pairs as a regularization term. As shown in Sec. 1.3.1, these geodesic distance profiles are not sufficiently discriminative for nearly planar surfaces, such as the ones acquired in intra-operative environments, as they are for more complex shapes, such as a human form. Second, the direct solution of a QAP using a minimization technique, such as relaxation (Sec. 1.3.4.1), makes the registration of partially overlapping surfaces harder, as QAP would provide a global set of correspondences that minimizes the error.

Authors solved the first problem by the incorporation of higher order and more complex error metrics (e.g. [96, 97]). The second drawback was solved by an enumeration of the search space, for the desired amount of correspondences, and by solving the minimization problem with constrained greedy optimization procedures or voting schemes (e.g. [192, 103]). However, in these cases, the computational cost becomes so expensive that the consistent selection of features on both surfaces becomes a necessity, i.e., a very few representative and unambiguous features that can be consistently selected from the same locations on both surfaces need to be selected. As discussed in Sec. 1.3.2, consistent feature selection on pre- and intra-operatively acquired surfaces is an issue, as these surfaces are nearly flat, and many distortions and deformations occur between them.

In conclusion, while suitable fine-scale optimization methods for intra-operative registration already exist [36, 37, 38, 39, 40, 41, 42, 43, 44, 45], the automatic alignment of surfaces of different modalities acquired pre- and intra-operatively by rough-scale optimization methods remains a challenge. Complete shape based registration approaches for
intra-operative purposes should be further investigated though, as they release the physician from the burden of placing and calibrating fiducial markers, and the patients from several radiological image acquisitions, usually exposing them to radiation. As nowadays most interaction and tracking solutions in entertainment systems are moving to surface-based approaches (e.g. Kinect®), so will be the future of the operating rooms.

Tabela 1: Overview of the state-of-the-art surface matching approaches. Refer to Secs. 0.3.1, 0.3.3, 0.3.4 and 0.3.5 for a description of the methods and of the abbreviations

<table>
<thead>
<tr>
<th>Authors</th>
<th>Descriptor</th>
<th>Rough/fine scale</th>
<th>Optimization</th>
<th>Error metric</th>
<th>Global/Partial matchin</th>
<th>Rigid/Non-rigid transformation</th>
<th>Feature sele</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gelfand et al. [111]</td>
<td>Integral volume descriptor</td>
<td>Rough</td>
<td>Branch-and-bound</td>
<td>ERMSE(-)</td>
<td>Partial</td>
<td>Rigid</td>
<td>Yes (on the source surface only)</td>
</tr>
<tr>
<td>Cash et al. [38]</td>
<td>-</td>
<td>Fine</td>
<td>Point-based iterative</td>
<td>Modified ERH(-)</td>
<td>Partial</td>
<td>Non-isometric</td>
<td>No</td>
</tr>
<tr>
<td>Funkhouser and Shilane [134]</td>
<td>Spherical harmonics</td>
<td>Rough</td>
<td>Greedy</td>
<td>QAP</td>
<td>Partial</td>
<td>Rigid</td>
<td>Yes</td>
</tr>
<tr>
<td>Eckstein et al. [99]</td>
<td>-</td>
<td>Fine</td>
<td>Gradient descent</td>
<td>Pseudo-Hausdorff distance</td>
<td>Partial</td>
<td>Isometric</td>
<td>No</td>
</tr>
<tr>
<td>Aiger et al. [95]</td>
<td>-</td>
<td>Rough</td>
<td>Voting</td>
<td>Size of intersection</td>
<td>Partial</td>
<td>Rigid</td>
<td>No</td>
</tr>
<tr>
<td>Zhang et al. [96]</td>
<td>Gatzke et al. [112]</td>
<td>Both</td>
<td>Greedy</td>
<td>ARAP deformation error</td>
<td>Partial</td>
<td>Non-isometric</td>
<td>Yes</td>
</tr>
<tr>
<td>Tevs et al. [192]</td>
<td>Histogram of mean Curvatures</td>
<td>Both</td>
<td>RANSAC</td>
<td>QAP</td>
<td>Partial</td>
<td>Isometric</td>
<td>Yes</td>
</tr>
<tr>
<td>Lipman and Funkhouser [175, 204]</td>
<td>Curvatures</td>
<td>Rough</td>
<td>Voting</td>
<td>Embedding deformation error</td>
<td>Partial</td>
<td>Isometric</td>
<td>No</td>
</tr>
<tr>
<td>dos Santos et al. [204]</td>
<td>-</td>
<td>Rough</td>
<td>Iterative similarity propagation</td>
<td>QAP/LAP</td>
<td>Partial</td>
<td>Isometric</td>
<td>No</td>
</tr>
<tr>
<td>Zeng et al. [97]</td>
<td>-</td>
<td>Both</td>
<td>Relaxation</td>
<td>$E_{2D/RK}(-)$</td>
<td>Global</td>
<td>Non-isometric</td>
<td>Yes</td>
</tr>
<tr>
<td>Wang et al. [173]</td>
<td>HKS</td>
<td>Both</td>
<td>Relaxation</td>
<td>QAP</td>
<td>Global</td>
<td>Isometric</td>
<td>Yes</td>
</tr>
<tr>
<td>Au et al. [130]</td>
<td>Skeleton</td>
<td>Rough</td>
<td>Voting</td>
<td>Skeleton similarity</td>
<td>Global</td>
<td>Non-isometric</td>
<td>No</td>
</tr>
<tr>
<td>Dubrovinova and Kimmel [172]</td>
<td>Manifold harmonics</td>
<td>Rough</td>
<td>Relaxation</td>
<td>QAP</td>
<td>Global</td>
<td>Isometric</td>
<td>Yes</td>
</tr>
<tr>
<td>Sahillioglu and Vemaz [103]</td>
<td>-</td>
<td>Both</td>
<td>Greedy</td>
<td>QAP</td>
<td>Partial</td>
<td>Isometric</td>
<td>Yes</td>
</tr>
<tr>
<td>Windheusser et al. [110]</td>
<td>-</td>
<td>Rough</td>
<td>Relaxation</td>
<td>Physics-based deformation error</td>
<td>Global</td>
<td>Isometric</td>
<td>Yes</td>
</tr>
<tr>
<td>Raviv et al. [174]</td>
<td>HKS</td>
<td>Both</td>
<td>Relaxation</td>
<td>QAP</td>
<td>Global</td>
<td>Isometric</td>
<td>Yes</td>
</tr>
<tr>
<td>Shama et al.</td>
<td>HKS</td>
<td>Fine</td>
<td>Expectation</td>
<td>QAP</td>
<td>Global</td>
<td>Isometric</td>
<td>No</td>
</tr>
</tbody>
</table>
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